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INTRO   
Acquired   immunodeficiency   syndrome,   AIDS,   is   a   widespread   virus   that   is   highly   prevalent   in   

today’s   society.   Understanding   its   effects   is   extremely   important   for   public   health   officials   in   regards   to   
planning   resources   towards   prevention   research,   disease   control,   and   public   assistance.   While   no   cure   
exists,   many   treatments   are   being   tested   in   an   attempt   to   slow   the   disease’s   progress   or   nullify   its   effects.   
  

The   experiment   was   a   randomized,   double-blind   study   of   AIDS   patients   with   advanced   immune   
suppression,   that   corresponds   to   CD4   counts   of   less   than   or   equal   to   50   cells/mm 3 .   

  
1309   patients   were   randomized   to   be   administered   four   different   daily   treatments   of   medication   called   
Zidovudine.   The   four   treatments   are   as   follows:   
  

Treatment   1:   zidovudine   alternating   monthly   with   400mg   didanosine   
Treatment   2:   zidovudine   plus   2.25mg   of   zalcitabine   
Treatment   3:   zidovudine   plus   400mg   of   didanosine   
Treatment   4:   zidovudine   plus   400mg   of   didanosine   plus   400mg   of   nevirapine   

  
The   variables   of   interest   are   listed   below:   

log_CD4:   log   transformed   CD4   counts   (log(CD4   +   1))   
Week:   time   since   baseline   (weeks)  
Age:   age   of   subject   (years)   
Gender:   male   and   female   
  

Our   goal   is   to   compare   the   effect   of   treatment   types   on   the   changes   in   both   log   transformed   CD4   
and   CD4   counts   over   time.     
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EXPLORATORY   DATA   ANALYSIS   

Univariate   Summary   (Numerical/Graphical)   
  
  

Patients’   ages   range   anywhere   from   15   to   75   
years   old.   However,   95%   of   the   data   is   
concentrated   on   patients   between   25   and   55   years   
old.   The   patients’   ages   seem   to   follow   a   normal   
distribution.   
  
  
  
  
  
  
  
  
  
  
  
  

  
  

Given   that   the   patients   in   this   trial   were   
randomized    to   one   of   four   different   treatments,   
we   should   expect   to   see   very   similar   boxplots   for   
the   log(CD4)   count   at   week   zero.   We   are   unable   
to   plot   log(CD4)   at   different   week   times   as   
measurement   times   are   inconsistent   and   not   
uniform.   
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We   notice   that   the   proportion   of   
male   to   females   is   about   the   same   across   all   
4   treatments,   however,   because   the   overall   
number   of   males   is   so   much   larger   than   
those   of   females,   the   variable   “gender”   
could   possibly   not   be   statistically   significant   
in   our   models.   We   will   later   test   this.   
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Bivariate   Summary   (Numerical/Graphical)   
During   the   exploratory   process,   it   is   good   to   visualize   how   the   response   variable   (in   this   case   the   

log(CD4)   changes   over   time   for   different   levels   of   treatments.   We   used   a   smoothing   method   to   plot   the   
mean   of   log(CD4)   over   time.   

  
As   we   can   see,   although   the   data   is   well-scattered   throughout   the   40-week   study,   there   seem   to   be   

different   effects   among   the   treatments.   Treatments   1,   2,   and   3   seem   to   have   negative   relationships   with   
log(CD4)   over   time.   Additionally,   we   note   that   the   mean   for   treatments   1,   2,   and   3   are   lower   at   the   end   of   
the   40-week   period   compared   to   week   0.   We   will   later   test   these   ideas   once   the   model   has   been   created.   
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Given   the   plots   above,   it   is   hard   to   say   that   gender   and   age   will   be   good   predictors   of   a   patient’s   

CD4   count   because   there   is   no   strong   evident   trend   in   the   data.   However,   output   summaries   in   addition   to   
statistical   tests   of   the   model   will   be   a   better   indicator   of   the   significance   of   the   variable   than   the   graphs   
above.   

Imbalances/Outliers   
It   is   important   to   note   that   not   all   patients   have   the   same   number   of   measurements.   Number   of   

measurements   per   subject   ranged   from   1   to   8.   Additionally,   measurement   times   are   not   uniform—i.e.   The   
subjects   were   not   all   recorded   at   the   same   time   or   at   the   same   intervals.   
  

No   outliers   were   found   in   the   dataset.   We   will   review   this   during   our   residual   analysis   with   
Mahalanobis   Distance.  
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MODEL   BUILDING   
We   begin   with   a   full   linear   mixed   effects   model   of:   

  
 og(CD4) ∼ Age ender eek geT rt enderT rt eekT rtL + G +W + A + G +W + b0  

(Note   that   we   do   not   include   the   main   effect   of   treatment   as   the   experiment   is   randomized)   
    

The   summary   output   is   listed   and   states   that   a   majority   of   our   covariates   are   significant.   However,   
the   main   effects   of   age   and   gender   may   not   be   significant.   Following   the   output,   we   will   test   their   
significance.   
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All   of   the   following   models   are   linear   mixed   models,   with   a   random   effect   on   slope.   We   compare   
the   linear   “full”   model   with   the   three   “reduced”   models   that   exclude   the   main   effect   of   age,   gender   
individually,   in   addition   to   excluding   the   main   effects   of   age   and   gender   together.   
  

We   compare   them   using   an   “ML”   method   and   a   combination   of   Akaike’s   Information   Criterion   
and   Likelihood   Ratio   Test,   when   appropriate.   
  

  
An   ANOVA   test   comparing   the   models   is   listed   below:   

  
  

Interestingly,   the   AIC   and   log-likelihood   tests   seem   to   contradict   each   other   in   their   conclusions.   
AIC   judges   that   model_linear,   model_gt,   and   model_w   are   the   same   and   are   better   than   model_at   while   
the   LRT   deems   model_at   the   best.   For   continuity   and   simplicity,   we   will   continue   with   the   full   model   as   
we   continue   to   add   more   covariates.   We   will   also   revisit   the   significance   of   age   as   a   main   effect.     

model_linear   og(CD4) ∼ Age ender eek geT rt enderT rt eekT rtL + G +W + A + G +W  

model_at    og(CD4) ∼ Gender eek geT rt enderT rt eekT rtL +W + A + G +W  

model_gt    og(CD4) ∼ Age eek geT rt enderT rt eekT rtL +W + A + G +W  

model_w    og(CD4) ∼ Week geT rt enderT rt eekT rtL + A + G +W  
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Nonlinear   Relationship   of   Log(CD4)   over   Time   
The   smoothed   graph   of   log(CD4)   over   time   suggests   that   a   piecewise   or   quadratic   model   may   be   

preferred   over   a   linear   model.   The   different   models   are   as   follows:   
  

  

Piecewise:   
  ∼ Age ender eekY + G +W  

 Week 0) geT rt  + (  1 + A  
 enderT rt eekT rt+ G +W  

  
Piecewise   (with   interaction):   
    ∼ Age ender eekY + G +W  

 Week 0) geT rt  + (  1 + A  
 enderT rt eekT rt+ G +W  

 Week 0)Trt  + (  1  
  

Quadratic:   
  ∼ Age ender eekY + G +W  

 eek geT rt+W 2 + A  
 enderT rt eekT rt+ G +W  

  
Quadratic   (with   interaction):   

  ∼ Age ender eekY + G +W  
 eek geT rt+W 2 + A  

 enderT rt eekT rt+ G +W  
 eek T rt+W 2  

  
  

  
An   ANOVA   test   on   these   different   models   gives   the   output:   

  
As   the   full   model   is   nested   within   the   piecewise   and   quadratic   models,   we   can   compare   using   

log-likelihood.   The   comparison   of   all   the   models’   log-likelihoods   dictates   that   the   piecewise   (with   
interaction)   and   quadratic   (with   interaction)   are   the   best   two   models.   
  

 ogLik ogLik ogLikl piecewise2 > l piecewise2 > l linear  
 ogLik ogLik ogLikl quad2 > l quad > l linear  
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Since   the   quadratic   or   piecewise   are   not   nested   within   the   other,   we   can   compare   them   using   
Akaike’s   Information   Criterion,   or   AIC.   As   ,   we   conclude   that   model_quad2   is  IC ICA quad2 < A piecewise2  
the   better   of   the   two.   

Random   Effects   
Now   we   consider   different   random   effects.   For   the   sake   of   processing   power   and   model   

simplicity,   we   will   only   consider   2   random   effects   per   model:   intercept   and   a   main   effect.   The   different   
models   are   as   follows:   
  

  
An   ANOVA   test   comparing   the   models   gives   the   output: 

  
Using   AIC,   we   conclude   that   model_quad_w,   the   model   with   a   random   effect   on   the   intercept   and   

week,   is   our   preferred   model.   
  

  IC IC IC IC ICA week < A week2 < A quad2 < A gender < A age   

model_quad_a   Age .. AgeY ij = β0 + β1 i + . + β Week T rt16 i
2

i + b0i + b1i i + εi  

model_quad_g    Age .. GenderY ij = β0 + β1 i + . + β Week T rt16 i
2

i + b0i + b1i i + εi  

model_quad_2    Age .. WeekY ij = β0 + β1 i + . + β Week T rt16 i
2

i + b0i + b1i i + εi  

model_quad_w2    Age .. WeekY ij = β0 + β1 i + . + β Week T rt16 i
2

i + b0i + b1i i
2 + εi  
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Chosen   Model   
Our   chosen   model   is   as   follows:   

 Age Gender Week Week Age I(Trt ) Age I(Trt )Y ij = β0 + β1 i + β2 i + β3 i + β4 i
2 + β5 i i = 2 + β6 i i  = 3  

 Age I(Trt ) Gender (Trt ) Gender (Trt ) Gender (Trt )+ β7 i i = 4 + β8 i i = 2 + β9 i i = 3 + β10 i i = 4  
 Week (Trt ) Week (Trt ) Week (Trt )+ β11 i i = 2 + β12 i i = 3 + β13 i i = 4  
 Week (Trt ) Week (Trt ) Week (Trt )+ β14 i

2
i = 2 + β15 i

2
i = 3 + β16 i

2
i = 4  

  
 .587 .004Age .281Gender .013Week .0001Week .012Age I(Trt )  Y ij = 2 + 0 i + 0 i  0 i  0 i

2 + 0 i i = 2  
 .007Age I(Trt ) .011Age I(Trt ) .512Gender I(Trt )  + 0 i i = 3 + 0 i i = 4  0 i i = 2  

 .327Gender I(Trt ) .564Gender I(Trt ) .007Week I(Trt )   0 i i = 3  0 i i = 4 + 0 i i = 2  
 .020Week I(Trt ) .046Week I(Trt ) .0001Week I(Trt )  + 0 i i = 3 + 0 i i = 4  0 i

2
i = 2  

 .0004Week I(Trt ) .0009Week I(Trt )   0 i
2

i = 3  0 i
2

i = 4 + b0i + b1i  
  

Revisiting   age   as   a   main   effect,   we   find   that   the   two   models   have   the   same   AIC   and   
log-likelihood.   As   neither   model   has   less   degrees   of   freedom,   they   explain   the   same   amount   of   variation.   
We   will   continue   with   model_quad2   for   continuity.   
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Predictions/Comparisons   of   LME   Model   
The   model   predicts   that:   

Going   from   Treatment   1   (Zidovudine   alternating   monthly   with   400mg   Didanosine)   to   Treatment   
2   (Zidovudine   plus   2.25mg   of   Zalcitabine),   we   expect   a   change   in   log(CD4)   of   

.   For   a   35-year   old   male   at   week   10,   we’d   expect   a   change  Age Gender Week Weekβ5 i + β8 i + β11 i + β14 i
2  

in   log(CD4)   of   -0.032   (or   a   change   of   -0.031   in   the   count   of   CD4),   or   in   other   words,   a   decrease   in   the   
count   of   CD4.   

  
Going   from   Treatment   1   (Zidovudine   alternating   monthly   with   400mg   Didanosine)   to   Treatment   

3   (Zidovudine   plus   400mg   of   Didanosine),   we   expect   a   change   in   log(CD4)   of   
.   For   a   35-year   old   male   at   week   10,   we’d   expect   a   change  Age Gender Week Weekβ6 i + β9 i + β12 i + β15 i

2  
in   log(CD4)   of   0.078   (or   a   change   of   0.08   in   the   count   of   CD4),   or   in   other   words,   an   increase   in   the   
count   of   CD4.   
  

Going   from   Treatment   1   (Zidovudine   alternating   monthly   with   400mg   Didanosine)   to   Treatment   
4   (Zidovudine   plus   2.400mg   of   Didanosine   plus   400mg   of   Nevirapine),   we   expect   a   change   in   log(CD4)   
of   .   For   a   35-year   old   male   at   week   10,   we’d   expect   a  Age Gender Week Weekβ7 i + β10 i + β13 i + β16 i

2  
change   in   log(CD4)   of   0.191   (or   a   change   of   0.21   in   the   count   of   CD4),   or   in   other   words,   an   increase   in   
the   count   of   CD4.   

  
We   can   also   compare   our   model   with   the   log(CD4)   values   as   observed.   We   will   choose   subjects   

with   IDs   469   and   1172.   

   

ID   Week   Fitted   Observed   Fitted   -   Observed  

469   (Trt   =   1,   
43.47   y.o   male)   

0   3.5847   2.8622   0.7225   

  8.42   3.5232   4.6250   -1.1018   

  24.43   3.3610   3.3322   0.0288   

  32.29   3.2596   3.1780   0.0816   

1172   (Trt   =   4,   
23.01   y.o.   male)   

0   3.2125   2.0794   1.1331   

  8.14   3.5574   4.2767   -0.7193   

  17   3.7797   4.2627   -0.483   

  33.43   3.7705   3.9318   -0.1613   
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RESIDUAL   ANALYSIS   
We   begin   with   the   standardization   of   our   residuals   using   Cholesky’s   decomposition.   

  
Histogram   of   Untransformed   Residuals        Histogram   of   Transformed   Residuals   

  
Visually,   we   can   see   that   the   transformed   residuals   follow   an   approximately   normal   distribution.   

QQ   Plot   
We   use   the   QQ   Plot   to   analyze   the   normality   assumption   and   visually   identify   outliers.     

Below   is   the   output:   
.   

  
We   can   see   that   the   tails   depart   from   the   straight   line,   thus   the   assumption   of   normality   is   not   met.   
Possible   justifications   of   this   departure   are:   large   expected   residuals   at   baseline   because   of   variability   
between   individuals,   and   that   we   can   expect   large   residuals   due   to   this   being   a   random   experiment.   
Despite   these   ideas,   we   must   look   at   the   other   residual   graphs   to   make   a   definite   conclusion.   
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Mahalanobis   Distance   
We   identify   outlying   individuals   based   on   their   Mahalanobis   Distance   in   which   the   outliers   will   

have   small   associated   p-values   under   significance   level   (⍺)    =   0.05.   We   expect   to   have   252   outliers   
(expected   outliers   =     *   number   of   observations).  α  

By   the   table   row   count   we   can   see   that   we   have   133   outliers,   which   is   less   than   the   number   
expected.   We   can   attribute   these   outliers   to   random   chance.     

Residuals   ~   Predicted   Time   
Next,   we   will   analyze   the   constant   variance   assumption   for   the   data.   We   transform   time,   and   plot   

it   against   the   transformed   residuals.   If   correctly   specified,   the   range   of   the   transformed   residuals   should   
be   constant   over   transformed   time.     
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The   scatterplot   suggests   that   the   points   seem   to   fluctuate   around   0,   and   we   can   see   that   the   
smooth   line   follows   0   almost   perfectly   through   transformed   time.   This   is   indicative   of   the   adequacy   of   the   
constant   variance   assumption   in   the   data   and   solidifies   our   belief   that   a   quadratic   term   is   needed   in   our   
model.     

Absolute   Transformed   Residuals   ~   Transformed   Predicted   Values   
  We   plot   the   absolute   transformed   residuals   vs   the   transformed   predicted   values   to   check   the   

constant   variance   assumption   for   our   chosen   model.   If   the   variance   is   adequate,   no   systematic   trend   will   
be   visible   on   the   graph.   If   assumed   to   be   normally   distributed   (with   mean   0   and   variance   1),   the   fitted   
curve   should   be   centered   at   approximately   0.8.     

  
As   we   can   see   from   the   output,   the   points   fluctuate   around   0.8   quite   well.   With   no   systematic   

departures   from   0.8,   we   can   conclude   that   the   residuals   in   our   model   follow   a   normal   distribution   with   
mean   0   and   variance   1.   
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Absolute   Transformed   Residuals   ~   Transformed   Time   
Similarly,   we   plot   absolute   transformed   residuals   against   transformed   time   to   double-check   our   

conclusions   from   the   previous   plot.   

  
Again,   we   can   see   our   points   fluctuate   around   0.8   well   and   the   smoothed   line   is   also   

approximately   0.8.   This   solidifies   our   conclusion   from   the   previous   graphs   that   the   variance   assumption   is   
met   and   that   the   residuals   are   approximately   normal.   

Semi-Variogram   
We   will   use   the   semi-variogram   to   assess   the   adequacy   of   the   covariance   in   our   selected   model.   If   we   
have   chosen   the   correctly   specified   model,   the   observation   should   fluctuate   around   the   horizontal   line   
centered   at   1.   

  
The   variogram   fluctuates   around   1   randomly,   indicating   that   covariance   (and   variance   and   

correlation)   is   adequate   for   the   model.   
  

In   summary,   the   residual   analysis   supports   our   specified   model.   There   are   no   systematic   errors   in   
our   model   or   changes   needed.   
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GLME   MODEL   

  
  

To   preface,   we   were   unable   to   get   the   model   to   converge   when   including   the   main   effect   of   gender,   in   
addition   to   the   interaction   effects   of   age:treatment   and   gender:treatment.   Additionally,   note   that   we   use   
CD4   count   as   our   response   variable   (in   contrast   to   log(CD4)   in   the   LME   model)   through   the   following   
transformation:   CD4   =   round(exp(log(CD4))   -   1).   As   such,   the   GLME   model   looks   like:   
  

 D4 Age Week Week Week I(Trt ) Week I(Trt )C = β0 + β1 i + β2 i + β3 i
2 + β4 i = 2 + β5 i = 3  

 Week I(Trt ) Week I(Trt ) Week I(Trt ) Week I(Trt )+ β6 i = 4 + β7 i
2 = 2 + β8 i

2 = 3 + β9 i
2 = 4  

 Week+ b0i + b1i i  
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The   GLME   summary   is   below:   

  
  

We   wish   to   test   the   two   hypotheses     and   .   The   former   tests  H0 : β4 = β5 = β6 = 0 H0 : β7 = β8 = β9 = 0  
whether   different   treatments   have   differing   effects   over   time.   The   latter   tests   whether   the   rate   of   change   of   
the   treatments   change   over   time.   We   can   use   a   Wald   Test   on   both   hypotheses.   For   the   former,   we   find   a   
test   statistic   =   121.3127   and   a   p-value   =   4.024577e-26   <   0.05   =   alpha.   We   reject   the   null   and   conclude   
that   there   is   sufficient   evidence   for   the   alternative.   The   treatments   have   differing   effects   over   time.   For   the   
latter,   we   find   a   test   statistic   =   593.125   and   a   p-value   =   3.11733e-128   <   0.05   =   alpha.   We   reject   the   null   
and   conclude   that   there   is   sufficient   evidence   for   the   alternative.   The   rates   of   change   of   treatments   differ   
over   time.   
  

Individually,   we   can   test   the   hypotheses   and   for   i   =   4,   5,   6.   As   the   p-values   equal  H0 : βi = 0 =  HA : βi / 0  
0.09,   2.2e-15,   and   2.2e-16,   we   fail   to   reject   the   null   for   ,   however   reject   the   null   for     and   ,  β4 β5 β6  
respectively   at   .   We   conclude   that   the   interaction   between   Treatment   2   and   week   is   not  .05α = 0  
statistically   significant,   however   the   interaction   between   Treatment   3   and   week   in   addition   to   Treatment   4   
and   week   is   statistically   significant.   Treatments   3   and   4   have   statistically   non   zero   effects   on   CD4   count   
over   time.   
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Predictions/Comparisons   of   GLME   Model     
The   model   predicts   that:   

Going   from   Treatment   1   (Zidovudine   alternating   monthly   with   400mg   Didanosine)   to   Treatment   
2   (Zidovudine   plus   2.25mg   of   Zalcitabine),   we   expect   a   change   in   CD4   of   .   For   a  Week Weekβ4 i + β7 i

2  
35-year   old   male   at   week   10,   we’d   expect   a   change   in   CD4   of   0.049.   

  
Going   from   Treatment   1   (Zidovudine   alternating   monthly   with   400mg   Didanosine)   to   Treatment   

3   (Zidovudine   plus   400mg   of   Didanosine),   we   expect   a   change   in   CD4   of   .   For   a  Week Weekβ5 i + β8 i
2  

35-year   old   male   at   week   10,   we’d   expect   a   change   in   CD4   of   0.199.   
  

Going   from   Treatment   1   (Zidovudine   alternating   monthly   with   400mg   Didanosine)   to   Treatment   
4   (Zidovudine   plus   2.400mg   of   Didanosine   plus   400mg   of   Nevirapine),   we   expect   a   change   in   log(CD4)   
of   .   For   a   35-year   old   male   at   week   10,   we’d   expect   a   change   in   CD4   of   0.37311.  Week Weekβ6 i + β9 i

2  
  

We   can   also   compare   our   model   with   the   observed   CD4   values.   We   choose   subjects   with   IDs   2   and   149.   

   

ID   Week   Fitted   Observed   Fitted   -   Observed  

2   (Trt   =   4,   47.84   
y.o.   male)   

0   28.10   20   8.10   

  8.00   39.26   48   -8.74   

  16.00   44.29   52   -7.71   

  23.00   41.30   36   5.3   

  30.71   31.63   27   4.63   

  39.00   19.03   21   -1.97   

149   (Trt   =   3,   
28.44   y.o   female)   

0   14.26   16   -1.74   

  8.00   16.11   12   4.11   

  15.86   15.08   18   -2.92   

  25.57   10.76   10   0.76   
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CONCLUSION   
Both   our   chosen   Linear   Mixed   Effects   model   and   our   General   Linear   Mixed   Effects   model  

provide   useful   information   in   interpreting   the   effect   of   the   treatment   type   over   time.   In   the   LME   model,   
we   predicted   the   response,   log(CD4),   over   time   using   the   main   effects   of   Age,   Gender,   Week   and   Week 2 .   
We   found   that   going   from   treatment   1   (reference)   to   treatment   3,   and   from   treatment   1   (reference)   to   
treatment   4   provided   an   increase   in   log(CD4)   counts,   indicating   that   the   treatments   had   a   significant   
positive   effect.     
  

Using   the   General   Linear   Mixed   Effects   Model,   we   conclude   the   treatments   have   differing   effects   
in   CD4   over   time   and   the   rates   of   change   of   CD4   also   differ   over   time.   Furthermore,   we   also   came   to   the   
conclusion   that   the   interaction   term   between   week   and   treatments   3   and   4   individually   are   statistically   
significant,   meaning   that   holding   everything   else   constant,   treatments   3   and   4   have   a   significant   
difference   to   the   reference   group   (treatment   1)   in   the   change   of   CD4   over   time.   
  

AIDS   patients   with   advanced   immunosuppression   hoping   to   increase   their   CD4   count   can   have   
the   assurance   that   the   daily   regimen   of   zidovudine   plus   400mg   of   didanosine   or   a   daily   regimen   if   
zidovudine   plus   400mg   of   nevirapine,   namely   treatments   3   and   4,   is   predicted   to   have   a   net   positive   effect   
on   their   CD4   count.   


